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We used a regression tree method (RTM)to determine risks of depression in children/adolescents.
The survey records of 4,143 children/adolescents in a study based in Mersin, Turkey served as data

 
in this study, and multi-step, stratified, and cluster sampling were used. Effects of 24 variables(sex,
smoking, parental problems, .)were evaluated on depression scores. The Child Beck Depression

 
Inventory(CBDI)was used to determine the level of depression. Subjects were into 12 different

 
groups based on magnitudes of mean depression scores. The interactions among 7 variables

 
determined to be risk factors are shown on a schema. The STATISTICA(ver.6.0)package program

 
was used for all computations. Although traditional statistical methods have often been used for

 
analysis in this field, such approaches are associated with certain disadvantages such as missing

 
values, ignorance of interaction effects, or restriction of the shape of the distribution. To avoid

 
such disadvantages, we therefore suggest the use of the RTM in studies involving numerical-based

 
outcome variables and for the investi

 

i

 

ation of a large number of variables and it may b

 

b

 

mor

 

r

 

effective than traditional statistical methods in epidemiological studies which determine risk factors.
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T he diagnosis and subsequent classification of indi-
viduals, often referred to simply as

“classification”and“regression,”respectively, are impor-
tant to medical studies, as they facilitate the determination

 
of risk factors and the estimation of relevant parameters.
In studies intended to identify risk factors, if an outcome

 
variable is categorical or is transformed into a categorical

 
variable, classification methods have traditionally been

 

applied. If numer

 

e

 

cal variables are obtained from individ-
uals

 

c

 

y di

 

b

 

ect measurement or by a point-score evaluation
 

system, then a regression model tends to be applied,
provided that the significant effect on variation of the

 
variable has been examined. Regression methods are

 
typically also used to evaluate more than one variable

 
simultaneously, and these variables are examined in

 
multivariate analys

 

n

 

s of groups［1-3］.
In studies involving numeri

 

s

 

al-

n

 

ased outcome vari-
ables, the variables are transformed into categorical

 
structures using a suitable cut-offvalue. In such cases,
traditio  s al statistical methods such as logistic regre ,oi

 

s
 

S s
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discriminate analyses, Pearson’s chi-square test, and
 

ANOVA models have been used to determine the risk
 

factors［5-12］. However, transforming such variables
 

into categorical structures leads to a loss of information,
such that regression models, which can be a direct

 
estimation of the numerical measure, provide much more

 
detailed and accurate results［2,13］.
Tree-based models are among the most widely applied

 
models recently used for diagnosis and data mining.
These models are useful for modeling data and devising

 
standard rules to make modeling decisions, i.e., rules to

 
be used in cases in which the comprehension of underlying

 
processes and user confidence in the results are just as

 
important as error minimization. For these reasons, tree

 
models are often applied to investigate medical problems
［1］. Currently, most statistical packages employ some

 
form of tree-based modeling;in addition, there has been

 
increasing interest in developing regression models for

 
large datasets that are both accurate and easier to interpret

 
than the more traditional statistical methods［15-18］.
The regression tree method (RTM) is a tree-based

 
model. When compared to traditional statistical methods,
this method has both advantages and disadvantages. The

 
regression tree method in particular is more useful than

 
traditional methods when a data set is large, and when the

 
number of variables is high. Moreover, the RTM method

 
does not ignore interactions among factors, and it is not

 
affected by high correlations between risk factors. In

 
addition, the RTM method remains unaffected by missing

 
values. The present method employs a surrogate variable

 
to replace any variable that has a missing value. It should

 
be noted that the results obtained by the RTM are based

 
on visually presented data;this approach facilitates the

 
interpretation of the results of an analysis［1,19,20］. On

 
the other hand, determining the most suitable tree struc-
ture(optimal tree), as well as interpreting the results can

 
be problematic.
This study aimed to determine risk factors that affect

 
the scores of children and adolescents on the Beck

 
Depression Inventory by using the RTM as an alternative

 
method to traditional statistical methods.

Materials and Methods
 

This cross-sectional study consid-
ered the data obtained from 4,143 children and adolescents

 
between ages of 11 and 20 who attended secondary and

 
high schools in Mersin in 2002.

There were 86 secon-
dary and 36 high schools included in the study(total:
81,676 students). If a depression prevalence of 12 (±

1 standard deviation)is considered, then the minimum
 

sample size would be 3,865 for ages 11-20. On the other
 

hand, a suitable sample size was determined to be 4,500
 

students, i.e., 5.5 of the population. The present study
 

sample was composed of 4,256 students (94.6  of
 

4,500). During the data quality control process, 113
 

children/adolescents were excluded from the study due to
 

missing or unreadable answers, and thus the final analysis
 

included 4,143 students (92.1  of 4,500 students).
The following types of sampling were used in the

 
survey study:multi-step, stratified, and cluster sampling.
In the present study, we obtained data from a question-
naire. The schools were classified in terms of their

 
socio-economic status as follows:good, satisfactory, and

 
poor. According to the weight of each group, we ran-
domly selected 12 secondary and 6 high schools as the

 
study area. Classes were chosen by random selection

 
according to the number of students attending that partic-
ular school.

During the in-school
 

interview, all children were administered a detailed,
structured questionnaire and the Child Beck Depression

 
Inventory(CBDI). The CBDI is a 26-item scale that was

 
developed to measure depressive symptomatology in

 
children and adolescents. The focus here was on how

 
each subject had been feeling for the past 2 weeks, and

 
some items emphasized symptom intensity over frequency

 
or persistence［21］. The questionnaire included the

 
demographic, the clinical characteristics, and the risk

 
factors for depression in children and adolescents (i.e.,
substance use such as cigarettes, bully, and alcohol;the

 
break-up of a romantic relationship;failure at school;and

 
loss of a loved one). The characteristics and descriptive

 
statistics of this questionnaire are given in Table 1.

We used a regression
 

tree method,which was found to be a more useful method
 

than other, more traditional statistical methods for the
 

determination of risks for depression.
The RTM steps followed in this study can be summar-

ized as described below.
The learning sample (L)was indicated as n paired

(y, x). Here, x variables were risk factors or covariates.
These variables formed both the numerical and categorical

 
variables. The risk factors used in this study are de-
scribed in Table 1. According to the RTM used here, y
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Table 1  Questions in questionnaire and descriptive statistics
 

Question
 

number  Questions  Categories  Frequences as n(%)
and Mean±SD

 

Question 1  Sex  Boys
 

Girls
 

2252(54.4)
1891(45.6)

Question 2  Have you ever failed?
Yes
 
No

 
399 ( 9.6)
3744(90.4)

Question 3  Has a problem with mother or father?
Yes
 
No

 
735(17.7)
3408(82.3)

Question 4  Living with a stepparent?
No
 
Yes

 
4038(97.5)
105(2.5)

Question 5  Is there a somatic finding (s)?
No
 
Yes

 
1067(25.8)
3076(74.2)

Question 6  Did you leave one of your close friends within the last year?
Yes
 
No

 
1972(47.6)
2171(52.4)

Question 7  Any fall in examination grades within the last year?
Yes
 
No

 
1778(42.9)
2365(57.1)

Question 8  Have you had a traffic accident within the last year?
Yes
 
No

 
336(8.1)
3807(91.9)

Question 9  Any problems with classmates within the last year?
Yes
 
No

 
2014(48.6)
2129 (51.4)

Question 10  Any decrease in attention within the last two weeks?
Yes
 
No

 
1626(39.2)
2517(60.8)

Question 11  Feeling tired, exhausted or weak within the last two weeks?
Yes
 
No

 
2379 (57.4)
1764(42.6)

Question 12  Have you ever felt guilty or worthless within the last two weeks?
Yes
 
No

 
1022(24.7)
3121(75.3)

Question 13  Any sleeping problem within the last two weeks?
Yes
 
No

 
1731(41.8)
2412(58.2)

Question 14  Have you ever overslept within the last two weeks?
Yes
 
No

 
760(18.3)
3383(81.7)

Question 15  Lack of satisfaction from things which were satisfactory before?
Yes
 
No

 
1235(29.8)
2908(70.2)

Question 16  Any increase in weight gain or appetite within the last two weeks?
Yes
 
No

 
1035(25.0)
3108(75.0)

Question 17  Any loss in weight or appetite within the last two weeks?
Yes
 
No

 
952(23.0)
3191(77.0)

Question 18  Have you ever felt upset or alone?
Yes
 
No

 
1756(42.4)
2387(57.6)

Question 19  Have you ever felt pessimistic within the last two weeks?
Yes
 
No

 
1981(47.8)
2162(52.2)

Question 20  Do you get punishment at home?
Yes
 
No

 
1294(31.2)
2849 (68.8)

Question 21  Are you humiliated by teachers at school?
Yes
 
No

 
2143(51.7)
2000(48.3)

Question 22  Have you ever smoked cigarette?
Yes
 
No

 
1056(25.5)
3087(74.5)

Question 23  Dou you take alcohol?

None
 

At least one a week
 

One a month
 

Rarely
 

Give up

 

3126(75.5)
97(2.3)
255(6.2)
581(14.0)
84(2.0)

Question 24  Age of children  14.53±1.89
 

Question 25  Depression score  11.23±6.44
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is a numerical variable considered as the dependent
 

variable. In this study, y indicates the Beck depression
 

score. The Beck depression scores were then grouped as
 

2 homogenous sub-groups, recursively. In each separa-
tion, we used a risk factor and its cut-offvalue.
For each risk factor, there were S values that served

 
as candidate values for splitting the nodes. Among these

 
values, S indicated the best split criterion. Moreover,
S formed the best homogeneous sub-group［22, 23］.
The beginning node, i.e., the“root node,”was the

 
most heterogeneous. Other homogenous sub-groups

 
were referred to as “terminal nodes,”and still other

 
sub-groups were“child nodes”.
At the initial stage, the building of a regression tree

 
began with a root node, which contained all of the

 
subjects;then, a series of yes/no questions generated

 
descendant nodes. Beginning with the first node, the

 
regression tree found the best possible variable to split the

 
root node into 2 child nodes. In order to find the best

 
variable, the software selected all possible splitting vari-
ables(called“splitters”), as well as all possible values of

 
the variable that could be used to split the node. In

 
choosing the best splitter, the program sought to maxi-
mize the average“purity”of the 2 child nodes. These

 
nodes were more homogenous than the root node. If the

 
splitting variable value of a subject was smaller than the

 
determined cut-offvalue, the subject was allocated to the

 
left child node;if this value was equal to or greater than

 
the cut-offvalue determined, the subject was allocated to

 
the right child node. The least squared deviation(LSD)
method was used as a measure of the homogeneity of the

 
nodes［24, 25］.
After the subsequent nodes were further classified as

 
either a left node or a right node, a decrease in variance

 
was obtained as follows.

φt ＝
1

N t
∑ y－yt －

p
1

N t
∑ y－yt －

p
1

N t
∑ y－yt

Here, p is the proportion of cases in parent node t
 

classified in the left child node t ;p is the proportion of
 

cases in parent node t classified in the right child node t ;
y is the value of the dependent variable for the experimen-
tal case i;y(t)is the average value of parent node t;y(t)
is the average value of child node tx;and N(t)is the

 

number of cases classified in child node tx.
The tree building proceeded until continuation became

 
impossible. The process was stopped under one of the

 
following conditions:(a)there was only one observation

 
in each of the child nodes;or(b)all observations within

 
each child node had an identical distribution of predictor

 
variables, leading to splitting. The maximum tree value

 
was obtained after the tree reached a maximum dimension.
An important issue in choosing the size of regression

 
trees is the intended use;larger trees provide greater

 
accuracy for predicting sites in which the response has not

 
yet been measured. On the other hand, smaller trees may

 
be more appropriate for understanding and interpreting

 
relationships among the data, because nodes accounting

 
for less deviance provide less information［17］.
For this reason, backward pruning was applied in

 
order to eliminate problems with over-fitting. The cost-
complexity parameter was taken into account in the

 
pruning process. The definition of the cost-complexity

 
measure was characterized by a complexity parameter,
namely, including a penalty for additional terminal nodes.
Such parameters were expressed in terms of the decrease

 
in impurity［23, 26］.
Branches were cut in cases when the complexity

 
parameter achieved a minimum value;then, after prun-
ing, the most appropriate tree construction was consid-
ered as the optimal tree rendered by pruning. The mean

 
and variance of y(i.e., the Beck depression score)was

 
estimated from n measurements that were in nodes of the

 
optimum tree.
In addition, we used 10-fold cross-validation as an

 
error estimation method;this method is known to be the

 
most acceptable method of estimation in such cases.
Cross-validation, or a test sample, was used to provide

 
estimates of the future prediction error for each sub-tree
［27, 28］.

Results
 

The descriptive statistics are given in Table 1 as
 

Mean±SD and frequencies (count and percentage). At
 

the first step of the computations,we separately evaluated
 

the effect of each of 24 questions on the scores of children
 

and the adolescents on the Child Beck Depression Inven-
tory. The importance of each question was calculated,
and the results are given in Table 2. Because question 12

 
reflected the highest score, it was determined to be the

 
most important variable, and question 12 was followed by
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question 19 in this regard(Table 2). Then, questions 12
 

and 19 were used to classify the Beck depression scores.
However, when Fig.1 was examined, the first division

 
began with the variable from question 18;the variables

 
from questions 3 and 19 were used for the second

 
division. These conditions resulted from the relationships

 
between the predictor variables.
In order to obtain the optimum tree, we created the

 
maximum tree. The Cross Validation(CV)cost and the

 
resubstitution cost values of the optimum tree were

 
calculated as being 32.41±0.99 and 31.11, respectively.
These values reveal the estimation of error variance of the

 
tree with respect to 2 different methods. In the 3 that was

 
selected for this study, these error variances were bal-
anced and achieved the lowest value. In general, the

 
minimization of error variance is an indicator of how close

 
this prediction model is to the actual value. A balance

 
between 2 error variances indicates that the validation of

 
the tree structure is high and is an indicator for the use of

 
this tree structure for the future analysis of other data

 
sets. The cost-complexity parameter, which was a

 
measure of complexity, was 0.15 for the selected tree
(i.e., the optimal tree). The variance in the root node and

 
in the terminal nodes (total)was estimated at 41.44 and

 

Fig.1  Structure of optimal tree.

Table 2  Variable importance values
 

Questions
(risk factors)

Variable Rank  Importance

 

Question 1  8  0.08
 

Question 2  15  0.15
 

Question 3  73  0.73
 

Question 4  1  0.01
 

Question 5  4  0.04
 

Question 6  39  0.39
 

Question 7  65  0.65
 

Question 8  12  0.12
 

Question 9  58  0.58
 

Question 10  31  0.31
 

Question 11  46  0.46
 

Question 12  100  1.00
 

Question 13  17  0.17
 

Question 14  10  0.10
 

Question 15  39  0.39
 

Question 16  1  0.01
 

Question 17  37  0.37
 

Question 18  63  0.63
 

Question 19  77  0.77
 

Question 20  32  0.32
 

Question 21  43  0.43
 

Question 22  41  0.41
 

Question 23  11  0.11
 

Question 24  13  0.13
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31.11, respectively, for the optimal tree. Thus, the
 

decrease in the variance of the optimal tree was 10.33,
which was found to be significant(P＜0.05). Therefore,
it can be said that the Beck depression scores were

 
homogenous in the terminal nodes of the optimal tree.
The total variance in the terminal nodes was assessed as

 
the resubstitution cost. In addition, the correlation

 
coefficient between the actual Beck depression score and

 
the predicted score was found to be 0.50, according to the

 
tree structure(P＜0.01). This result indicated that the

 
optimal tree was successful at predicting the point score

 
for depression.
The structure of the optimum tree is given in Fig. 1.

In Fig. 1, nodes shown with a bold black square line
 

represent terminal nodes, and the other nodes are root
 

and child nodes. For these nodes, the value that is
 

located in the upper right corner is the number of observa-
tions in each group (nodes), and Mu and Var are the

 
mean and variance of depression scores of these groups,
respectively. The number located in the upper left corner

 
represents the identification number(ID)of these groups.
Among the 24 questions that were taken into consider-

ation in order to investigate the effect of their correspond-
ing answers on the scores of children and adolescents on

 
the Beck Depression Inventory, only 7 were selected
(questions 3, 6, 7, 12, 18, 19, and 22). These selected

 
questions were more effective than the others at estimat-
ing the Beck depression scores. From these 7 questions,
we formed 12 terminal nodes. Each of these nodes was

 
considered as a homogenous group. The characteristics

 
of these homogenous groups are summarized below.
Group 1. Among the children who felt upset or alone

 
and had a problem with their parents within the last 2

 
weeks, those who felt guilty or worthless within the last

 
2 weeks.
Group 2. Among the children who felt upset or alone

 
and had a problem with their parents within the last 2

 
weeks, those who did not feel guilty or worthless within

 
the last 2 weeks.
Group 3. Among the children who felt upset or alone

 
and did not have a problem with their parents within the

 
last 2 weeks, those who did not experience a drop in

 
grades within the last year and who did feel guilty or

 
worthless within the last 2 weeks.
Group 4. Among the children who felt upset or alone

 
and had no problem with their parents within the last 2

 
weeks, those who did not experience a drop in grades

 
within the last year and who did not feel guilty or

 

worthless within the last 2 weeks.
Group 5. Among the children who felt upset or alone

 
and had no problem with their parents within the last

 
2 weeks, those who did experience a drop in grades

 
within the last year and who did not feel guilty or

 
worthless within the last 2 weeks.
Group 6. Among the children who felt themselves

 
upset or alone and had no problem with their parents

 
within the last 2 weeks, those who did not experience a

 
drop in grades within the last year and who felt guilty or

 
worthless within the last 2 weeks, and among these

 
children, those who lost one of their close friends within

 
the last year.
Group 7. Among the children who felt upset or alone

 
and had no problem with their parents within the last

 
2 weeks, those who did experience a drop in grades

 
within the last year and felt guilty or worthless within the

 
last 2 weeks, and among these children, those who did

 
not lose one of their close friends within the last year.
Group 8. Among the children who did not feel upset

 
or alone and pessimistic within the last 2 weeks, those

 
who experienced a drop in grades within the last year.
Group 9. Among the children who did not feel upset

 
or alone and pessimistic within the last 2 weeks, those

 
who did not experience a drop in grades within the last

 
year and who did feel guilty or worthless within the last

 
2 weeks.
Group 10. Among the children who did not feel upset

 
or alone and pessimistic within the last 2 weeks, those

 
who did not experience a drop in grades within the last

 
year and did not feel guilty or worthless within the last

 
2 weeks.
Group 11. Among the children who did not feel upset

 
or alone and pessimistic within the last 2 weeks, those

 
who had ever smoked and/or continued smoking.
Group 12. Among the children who did not feel upset

 
or alone and pessimistic within the last 2 weeks, those

 
who had never smoked.
The Beck depression score means for the above

 
groups were compared by ANOVA. The results of this

 
test indicated that the group means differences were highly

 
significant (P＜0.01). To assess risk in the different

 
groups, Tukey’s multiple comparison test was used. The

 
highest depression score mean was found for groups 1
(Mean±SD;18.48±7.13)and 6(Mean±SD;17.10±

7.20). However, the difference between the 2 group
 

means was not statistically significant. Therefore, Group
 

1 and Group 6 were combined. It was observed that the
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Beck depression scores for the children were significantly
 

increased in the following cases:when the children felt
 

upset or down during the last 2 weeks, when they had a
 

problem with their parents, when their grades were low
 

during the last year, when they felt guilty during the last
 

2 weeks, and when they had lost a close friend in the past
 

year. The lowest average Beck depression score(CBDI),
7.33±4.77, was obtained from Group 10. There were

 
significant differences between the average of this group’s

 
score and the average score of the remaining 11 groups.
When Group 10 was examined, it became apparent that

 
this group of children did not feel upset or alone and

 
pessimistic within the last 2 weeks, and also had not

 
experienced a drop in grades within the last year, nor felt

 
guilty or worthless within the last 2 weeks.
These conditions revealed that the most positive

 
combination of risk factors were taken into consideration,
i.e., the depression scores would be expected to be low

 
under those conditions.
The minimum depression score mean of the rest of

 
Group 1, Group 6, and Group 10 was found to be 10.10

 
in Group 8, and the maximum depression score mean was

 
14.88 in Group 2;the difference between the 2 means

 
was statistically significant. According to these results, it

 
is likely that Group 2 was the group at highest risk.
When the reason for this risk was investigated, it was

 
determined that a parental problem was an important

 
reason for risk among children who felt that they were

 
upset or alone. The reason for risk in Group 8 could be

 
explained by a drop in examination grades within the last

 
year.
The following results were obtained after comparisons

 
of the remaining 7 groups with each other were carried

 
out. No meaningful difference was found among Group 3
(Mean＝13.11), Group 5(Mean＝13.19), and Group 7
(Mean＝13.82) in terms of Beck depression points.
Similarly, the difference between Group 4(Mean＝10.41)
and Group 12 (Mean＝10.10) was not statistically

 
significant. However, the mean Beck depression scores

 
of Groups 3, 5, and 7 were found to be higher than those

 
of the Beck depression scores of Groups 4 and 12.
Although the mean depression score point score of Group

 
9 (Mean＝11.22)was similar to those of the other 6

 
groups, the mean of Group 11 (Mean＝12.73) was

 
higher than those of Groups 4 and 12.

Discussion
 

In this study, it was found that children or adolescents
 

who had a problem with their parents, a reduction in
 

grades in the past year, the loss of a close friend in the
 

past year, and those who had smoked showed significant
 

increases in their scores on the Beck Depression Inven-
tory.
Some previous studies have shown that the loss of a

 
parent or a loved one［5］, the break-up of a romantic

 
relationship［6］, learning disorders［7］, poor social

 
competence［8］, school failure, and family difficulties are

 
indicated risk factors for depression in children/adoles-
cents［9, 12］. In addition, cigarette smoking has been

 
found to increase the risk of developing an episode of

 
major depression［10-12］. In these studies, Pearson’s

 
chi-square test, logistic regression models, Pearson’s

 
correlation and linear regression analysis, or ANOVA

 
type-models were employed as statistical methods. Either

 
univariate models or multivariate models, including main

 
effects without interactions, were used. In addition, in

 
studies using logistic regression or chi-square analyses,
depression point scores which are regarded as outcome

 
variables, have been investigated after transforming the

 
variables into a categorical structure with a suitable cut-off
value. However, this process leads to a loss of informa-
tion. In addition, one-way ANOVA models are common-
ly used, such as ANOVA-type models. Actual biological

 
variation of the data is not examined accurately in such

 
cases, since factorial ANOVA models are not applied.
However, in cases involving a high number of variables,
it is not possible to include all of the variables in the

 
factorial ANOVA model or to determine interactions

 
beforehand. The deficiencies of these models were avoid-
ed by use of the RTM and a schema which includes

 
interactions between risk factors.
In addition, multiple regression models are frequently

 
used as alternatives to the RTM, but single multiple

 
regression models do not provide any means of grouping

 
motifs that may work together. Regression trees separate

 
independent variables that, together, change the depen-
dent variable and create multiple groupings to explain the

 
data. This feature of the RTM provides a distinct advan-
tage over multiple regression methods［29］.
In view of the present findings, the RTM appears to

 
provide more reliable results in this context than do the

 
traditional approaches;hence, this new statistical method

 
has been widely used in recent years, especially in studies

 

25 Risk Factors of Depression in Children February 2005



 

involving numerical-based outcome variables and for the
 

investigation of a large number of variables. However,
care should be taken to choose an optimal algorithm in

 
order to determine the optimal tree structure, as well as

 
to form and prune that structure.
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